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Assumptions of ANOVA and follow-up Lancaster
procedures University

Agenda/Content for Lecture 3

Assumptions of ANOVA
Assumption of independence
Assumption of normality
Assumption of homogeneity of variance

Data transformations

Pairwise between-level comparisons
Planned comparisons
Post-hoc tests




The assumptions of ANOVA s

The analysis of variance (ANOVA) | ‘
is a parametric test \ \n Yhe whole scheme of 4l "9,

e WC r‘oa”
ANOVAs have a set of >
assumptions, which should be met

These are often ignored by
researchers, because ANOVAs are
typically very robust!

Even small/moderate deviations ,
Source: Questionpro
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The assumptions of ANOVA University © ®
It is unlikely that highly significant Len |
results, e.g., p < .01, will \ \e Ve whole scheme of b o

all
drastically change because of are We 8

small violations

Marginally significant results, i.e.,
those around p = .05 value,
however, may be affected by
even small violations!

Source: Questionpro
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In a perfect world... University * °

Normally distributed data

You would have equal number of
participants per level (e.g., per
condition)

Your data would be on an
interval/ratio scale




Assumptions underlying the ANOVA {“J%%%?gitfyr 55

Assumption of independence
Assumption of normality
Assumption of homogeneity of variance

NORMAL )
GETS YOu %
3343HMON <

Independence Normality Homogeneity of variance
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Assumptions underlying the ANOVA University

Assumption of independence

Independence
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1. Assumption of independence University ® ®

What is it?

Participants should be randomly
assigned to a group




: : Lancaster EX3
1. Assumption of independence U%ive?sify S

What is it?

Participants should be randomly
assigned to a group

Participants should not cluster,
sharing a classification variable

Gender
Skill level




1. Assumption of independence

What is it?

Participants should be randomly
assigned to a group

Participants should not cluster,
sharing a classification variable

Gender
Skill level

There should be no influence
across one data point to another

Lancaster
University = °
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1. Assumption of independence

Consequences of violation

Becomes difficult to interpret
results

Did the manipulation have an
effect, or was this driven by
classification clustering or
influence?

Lancaster
University = °
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The F-ratio (from week 2!)

between-group variance

F =

group variance

within
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1. Assumption of independence

How to avoid it?

Always randomly allocate
participants to a condition

Try to allocate equal numbers to
each condition

You can test to see whether you
have significant differences on
important classification variables

Lancaster
University = °
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Assumptions underlying the ANOVA University * *

Assumption of normality

NORMAL
GETS YOU

343HMON

Normality
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2. Assumption of normality U%ivgsify

Whatis it?

You want the overall data and the
data for each subgroup to
normally distributed

Mean
Median
Mode
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2. Assumption of normality U%iversity

Whatis it?

You want the overall data and the
data for each subgroup to
normally distributed

Mean

Median
Manarda

: Mode
1 Median
Mean



2. Assumption of normality U%%%%g}ﬁyf

Whatis it?

You want the overall data and the
data for each subgroup to
normally distributed

Mean

This is because ANOVAs rely on Median
the mean — and for skewed and =

bimodal data the mean is unlikely i \
the best measure of central
tendency | 1 mode

1 2
1 Median
Mean




2. Assumption of normality

Consequences of violation

If data are slightly skewed this is
unlikely to cause problems

Lancaster Ex=
University = °
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2. Assumption of normality

Consequences of violation

If data are slightly skewed this is
unlikely to cause problems

If data are skewed by roughly the
same degree in the same
direction — unlikely a problem

—

Median

Mode = | 1=Mean
]

/I

Positive
Skew

Lancaster Ex=
University = °

Median

Mode = :-Mean

/IN

Positive
Skew
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2. Assumption of normality University @ °
Consequences of violation / \\ / \\
If data are slightly skewed this is i
unlikely to cause problems e G-
If data are skewed by roughly the /
same degree in the same Hedan Median

1= Mean
L}

direction — unlikely a problem Meenzy I fhoce A
If skewed in different directions, //h /\F\\
this is a problem. Lead to type | / - po;-
Negative itive
and Il errors! Skew Skew

20



2. Assumption of normality

How to avoid it?

Avoid measures which often have
ceiling or floor effects

Transform data, changing every
score in a systematic way

Use a robust ANOVA (specialized
test — more complex) or non-
parametric alternatives

Lancaster
University = °
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Assumptions underlying the ANOVA

Assumption of homogeneity of variance

Lancaster
University = °

Homogeneity of variance

22



3. Homogeneity of variance

What is it?

Assumes that the variances of the
distributions in the samples are
equal

Therefore the variances for each
sample should not significantly
vary from one another

Lancaster Ex=
University = °
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3. Homogeneity of variance

Consequences of violation

The ANOVA tests the plausibility
of the null hypothesis —i.e., all
observations come from the
same underlying population with
the same degree of variability

This is pointless to test when
variance is already clearly
different

Lancaster Ex=
University = °
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3. Homogeneity of variance

How to avoid it?

Difficult to avoid, but can be
mitigated when testing

As a rule of thumb, it is ok, as
long as largest variance is no
more than 4x the size of smallest

Can also transform data or use
non-parametric alternative

Lancaster Ex=
University = °
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Take a break!
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Dealing with ‘rogue’ data

There are a number of strategies
which may improve ‘rouge’ data

None are panaceas and are
unlikely to work in each situation

If these aren’t helpful, you can
apply a non-parametric
alternative

e.g., Kruskall-Wallace one-way
Analysis of Variance by Ranks

Lancaster
University = °
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Dealing with ‘rogue’ data

Transforming data

This involves taking every score
from each participant and

applying a uniform mathematical
function to each

Report both the original data and
the transformed data

_—
X; Xj=log X;
/\ /\
‘xj X_,' = arcsin (X)),h
/\ 5
X; X;=log ._’_YJ_
1-X
J\ /\
X X;=12log 1+X
1-X;

X; = raw data distribution
X - transformed data distribution
X; = arcsin (X))
1/\ /\
5 X/ =210g R

1-X

Figure from Stevens (2002) :



Dealing with ‘rogue’ data University ® ®

Type of Data Nature of Data
Transformation
How to transform data Whole _numbers _and
Log Transformation | cover wide range of
values, small values
Square-root Log with decimal fractions.
Untransformed transformed transformed
38 6.164 1.580 (log(X;))
1 1.000 0.000
13 3.606 1.114
2 1.414 0.301
13 3.606 1.114
20 4.472 1.301 Square-root Small whole number &
50 7.071 1.699 Transformation Percentage data where
9 3.000 0.954 the range is between
28 5.292 1.447 (\/Z) 0 and 30 % or
6 2.449 0.778 between 70 and 100
4 2.000 0.602 %
43 6.557 1.633
Maidapwad & Sananse (2014) 30

http://www.biostathandbook.com/transformation.htm|



Outliers and their impact pancasier§=

Outliers are data points which significantly
differ from other observations

Outliers can drastically bias/change
predictive models

Your theory is wrong!

B Bhilet

Predictions can be exaggerated and present
high error

Outliers not only distort statistical analyses,
they can violate assumptions

31



Outliers and their impact

t
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Lancaster
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Outliers and their impact pancasier§=

Qutliers removed

Given the problems outliers
create, it may seem
levelheaded to remove them

200
|

However, it can be dishonest
and misleading to do so if
they are true scores

150
|

st

di

100

. It must be justifiable as to
M why it is necessary to remove
b data

33



Lancaster E<3
University =

PSYC214: Statistics
Lecture 3 — Assumptions of ANOVA and
follow-up procedures — Part Il

Michaelmas Term
Dr Sam Russell
s.russelll@lancaster.ac.uk

34



The meaning of an ANOVA output

#H# Df Sum Sq Mean Sq F value Pr(>F)

## Group 2 1223
## Residuals 237 11571
#Hit ---

## Signif. codes: @ '*¥*!

611.3 12.52 6.77e-06 ***
48.8

0.001 '**' 9,01 '*' 0.05 '

' 0.

1 L 1

Lancaster
University = °
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I 5
The meaning of an ANOVA output pancaster

#H# Df Sum Sq Mean Sq F value Pr(>F)

## Group 2 1223 611.3 12.52 6.77e-06 ***
## Residuals 237 1157
#t ---

## Signif. codes:

_ between-group variaan _ 611.3

F = fF= —— = = 0.00000677
within-group varianceI 48.8 F= 1252 P

36



The meaning of an ANOVA output

P-value Definition

> .05

We accept the null hypothesis (Ho)
Under Ho, the samples come from the same population
There is no statistical difference in the population means (yuy = u, = us)

Experimental effect =0

Lancaster
University = °
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The meaning of an ANOVA output

P-value Definition

We accept the null hypothesis (Ho)

Under Ho, the samples come from the same population

Lancaster
University = °

> .05
= There is no statistical difference in the population means (y; = u, = u3)
= Experimental effect =0
= We reject the null hypothesis (H1)

< 05 = Under Hi, the samples come from different populations

Population means are statistically different (u; # U, # us)

Experimental effect # 0

38



Significant?

Dependent variable

Adapted from Roberts and Russo (1999)

v

Lancaster E=
University = °
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Non-significant

Dependent variable

Adapted from Roberts and Russo (1999)

v

Lancaster E<=
University = °

p > .05

There is insufficient
evidence to conclude
that any means
significantly differs from
any others

40
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Significant University © ®
7% -
2 ® 6/5/00/
: o

o & O p < .05
© -\c,Q At least one of the pairs
- Q o
= ccor? of means is significantly
> _ po'\f dif} different. The question
S o This is, which pairs?
Q
)
a

| | | .

| | |

Al Az A3

Adapted from Roberts and Russo (1999) H



Pairwise comparisons

There are two strategies for
following-up significant ANOVAs

Planned comparisons

Post-hoc comparisons

Lancaster
University = °
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The problem of multiple comparisons University ® @

Why not just run a bunch of t-tests?

Multiple comparisons increase the probability of making a (familywise) type
| error

l.e., rejecting the null hypothesis when actually there was no effect

WE FOUND NO WE FOUND NO WE. FOUND NO WE FOUND A WE. FOUND NO
LINK, BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN
GREY JELLY TAN JELY CvAN JELLY GREEN JELLY MAVE JELY
BEANS AND ANE BEANS AND ANE BEANS AND ACNE BEANS AND ACNE BEANS AND ANE
(p>0.05) (P>0.05), (p>0.05) (p<0.05), (P>005)
WHA!
o/

?’%

7

i

Vi

?%

43



The problem of multiple comparisons University ® ®

Type 1 error - 1 test at p < 0.05 = 0.95 (i.e., 5% chance we get noise)

Type 1 error - 2 tests =0.95 * 0.95, = 0.903. (10% chance)

Type 1 error - 3 tests = 0.95 * 0.95 * 0.95 = 0.857 (14% chance)

Type 1 error —4 tests =0.95 * 0.95 * 0.95 * 0.95 = 0.815 (18.5% chance)

Type 1 error — 5 tests =0.95 * 0.95 * 0.95 * 0.95 * 0.95 =0.774 (22.6% chance)

44



Pairwise comparisons

There are two strategies for
following-up significant ANOVAs

Planned comparisons

Lancaster
University = °
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The problem of multiple comparisons

oo 1 [ | a0 0

Lancaster E=E

University

<
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The problem of multiple comparisons

oo 1 [ | a0 0

Lancaster E=E

University

<
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The problem of multiple comparisons

oo 1 [ | a0 0

Lancaster E=E

University

<
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Planned comparisons

Focussed approach to examine
specific group differences

Perfect when certain hypotheses
can be tested without comparing
all combinations of means

Should be pre-specified

Need to keep the number of
planned comparisons as low as
possible to negate Type | errors —
(number of levels — 1)

Lancaster Ex=
University = °
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Planned comparisons

Our options:

Run t-tests with a low number
of pairs

Run t-tests with Bonferroni
adjustment

oocializedl

Lancaster Ex=
University = °
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Planned comparisons — 1. Run t-tests University

<

* Accept that we have inflated our
risks

* Keep the number of planned
comparisons as low as possible to
negate Type | errors — (number of
levels — 1)

* Even with two tests, however, our
chance of a Type | error is 10%!

51



Planned comparisons — 1. Run t-tests

A,- Robot B(eta)

A4 - Robot A(lpha)

Lancaster
University = °

A3 - Robot O(mega)
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Planned comparisons

Lancaster
University = °
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Planned comparisons — 1. Run t-tests

A —A
£ 1 2

2
A1 - Robot A(lpha) \/(Mean Squareggror) (NA)

Lancaster
University = °

A,- Robot B(eta)

54
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Planned comparisons — 1. Run t-tests University ® °

Mean differences
between two levels

s

(IMean SquareERRO,;I)

Within group variance

Number of scores
from ANOVA output

in each levels
being compared

55



Planned comparisons — 1. Run t-tests

s

## Group

## Residuals
HH ---

## Signif. codes: @

t =

Df Sum Sq Mean Sq F vgje

2 1223
237 11571

Tkt

611.3

12.52 6.77e-06 ***

0.001

L

0.01

Lancaster
University = °

##  Group variable
#  <chr> <chr>

n mean

<dbl> <dbl>

(IMean SquareERRORI)

# 1 A Likeability 89 2.5

#H 2 A Score 24

## 3 B Bl ity 80 4.5

T 4 B Score 20460 .4

L v Likeability 79 2.11

- A ## 6 O Score 80 63.6

fql — /12

2

Pr(>F)

Tt

0.05

Q.

1

1

80+ 80

sd min max

<dbl> <dbl> <dbl>

Q.
6.
1.
7.
0.
7.

928 1 4
45 el 72
o1 2 7
27 40 74
847 1 -
22 47 79
56



Planned comparisons — 1. Run t-tests

s

## Group

## Residuals
HH ---

## Signif. codes: @

Df Sum Sq Mean Sq F vgje
12.52 6.77e-06 ***

2 1223
237 11571

Tkt

611.3

0.001

L

0.01

Tt

Lancaster
University = °

##  Group variable
#  <chr> <chr>

n mean

<dbl> <dbl>

0.05

Q.

1

1

# 1 A Likeability 80 2.5
# 2 A Score 24
## 3 B Bl ity 80 4.5
% 4 B Score 90460.4
— v Likeability 79 2.11
## 6 O Score 80 63.6

sd min max

<dbl> <dbl> <dbl>

Q.
6.
1.
7.
0.
7.

928 1 4
45 as 72
01 2 7
27 40 74
847 1 4
22 47 79
57



Planned comparisons — 1. Run t-tests

58.1 —60.4

‘= /(48.8)(0.0125)

Lancaster
University = °
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Planned comparisons — 1. Run t-tests

2.3 _-2.3
0.61 ~0.78

t=-2.94

Lancaster
University = °
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Planned comparisons — 1. Run t-tests University ® °

Degrees of
Freedom  p=0.0% p=0.02% p=0.01 p=0.00%
1 1271 25,45 63.66 127,32
2 4.20 5.20 Q.92 14.09
3 318 4.17 a5.84 745
4 278 3250 4.60 .60
- o 2.57 316 4.03 477
4] 245 2.97 371 4.32
7 2.36 2.84 3250 4.03
3 2.31 275 336 3.83
Q 2.26 268 325 3.69
10 2.23 263 317 3.58
11 2.20 2,599 211 250
12 2.18 2,56 205 3432
t=-2.94, with 237 degrees of freedom > e 33 iw iE
-_— . ) g 14 2.14 251 298 323
15 2.12 2.49 295 329
, ] ] '}
It's significant at p = 0.05 threshold " v o 2e s
17 2.11 2.46 2.90 322
1a 244 288 220
19 2.09 243 286 317
20 2.09 242 2,54 3215
21 2.08 241 283 314
22 2.07 241 282 312
23 2.07 2.40 281 210
24 2.06 2.29 2,80 2.09
25 2.06 228 279 208
26 2.06 228 278 307
27 205 237 277 3.06
28 205 237 276 305
29 2.04 236 276 3.04
30 2.04 236 275 ERIES
40 2.02 233 270 297
&0 2.00 2.20 266 292 60
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Planned comparisons — 2. Corrections University # ®
Continue to run t-tests, but adjust O-.OS +12/=0.025

the p value to make it more
conservative

Only accept significant if below
this threshold

P-value
Bonferroni Correction:
, Number
A new p-value is generated from
AR of tests ,
the prior significance level Bonferroni
divided by the number of tests adjusted

P-value
61



Planned comparisons — 2. Corrections

t=-2.94, with 237 degrees of freedom
It's significant at p = 0.025 threshold

t=-2.14, with 237 degrees of freedom
It's significant at p = 0.05 threshc

Lancaster E
University =

Degrees of
Freedom  p=0.0% p=002% p=0.01 p=0.003
1 1271 2545 63.66 12732
e 4.30 620 Q.92 14.09
3 3.18 .17 o84 745
4 278 3.50 4.60 260
> 257 318 4.03 477
& 245 297 371 4.32
7 236 254 3.50 4.03
g 231 275 3.36 3.83
9 226 263 3.25 3.69
10 223 263 3.17 3.8
11 2.20 2.59 311 3.50
12 218 2.56 3.05 3.43
13 216 2.53 301 337
14 214 2.51 298 3.33
13 213 249 295 3.29
186 212 247 292 3.25
17 211 246 290 3.2z
13 Z.10 244 2,88 3.20
19 209 243 2,56 317
20 209 242 2,54 3.15
21 208 241 2,83 3.14
22 2.07 241 2,82 312
23 2.07 240 2.51 3.10
24 2.06 239 2,50 3.09
25 2.06 2338 279 3.08
26 2.06 238 278 3.07
27 2.05 237 277 3.06
28 2.05 237 276 3.05
29 2.04 236 276 3.04
30 2.04 236 275 3.03
40 2.0z 233 270 297
&0 2.00 230 266 292
120 1.98 7 262 286
infinity 1.96 2.24 258 281
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Pairwise comparisons

There are two strategies for
following-up significant ANOVAs

Post-hoc comparisons

Lancaster
University = °
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Post hoc tests

Post hoc comes from Latin for
“after the event”

Post hoc tests assess all possible
combinations of differences
between groups by comparing
each mean with the other

Make adjustments to p value, but
more conservative than
Bonferroni correction

Lancaster Ex=
University = °
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Post hoc tests

Method Equal NF Normality Use Error control

Fisher PLSD Yes Yes Yes All
Tukey-Kramer HSD No Yes Yes All
Spjotvoll-Stoline No Yes Yes All
Student-Newman Keuls (SNK) Yes Yes Yes All
Tukey-Compromise No Yes Yes All
Duncan’s Multiple Range No Yes Yes All
Scheffé's S Yes No No All
Games/Howell Yes No No All
Dunnett’s test No No No T/C

Bonferroni No Yes Yes All, TC

https://www.researchgate.net/profile/Cyril-laconelli/post/The_choice _of post-hoc_test/

Lancaster E=3

University = °

Protection
Most sensitive to Type 1
- Shan Fisher PLD.

As Tukey-Kramer
Sensitive to Type 2
Average of Tukey and SNK
More sensitive to Type 1 than SNK
Most conservative
More conservative than majority
More conservative than majority

Conservative



Post hoc tests — Tukey-Kramer HSD

Studentized range
statistic
[num means, df]

Mean Squaregpror
- q(T,deRROR)l

2 Within group variance
from ANOVA output Number of

=

participants



Table IX: Tukey o = 0.05

Table IX(a) Studentized range critical values {a = .05)

Lancaster E=d

University = °

k
Error

df 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 180 270 328 370 404 431 454 474 491 506 520 532 543 554 563 572 580 588 596

2 608 833 980 109 117 124 130 135 140 144 147 151 154 157 159 161 164 166 168

3 450 591 682 750 804 848 885 9.18 946 972 995 102 103 105 107 108 11.0 1Ll 112
4 393 504 576 629 671 705 735 760 7.83 803 821 837 852 866 879 891 903 913 923
5 364 460 522 567 603 633 658 680 699 717 732 747 760 772 783 793 803 812 821
6 346 434 490 530 563 590 612 632 649 6.65 6.79 692 703 7.4 724 734 743 7151 159
7 334 416 468 506 536 561 58 600 616 630 643 655 666 676 685 69 702 710 7.17
8 326 404 453 489 517 540 560 577 592 605 6.8 629 639 648 657 665 673 680 687
9 320 395 441 476 502 524 543 559 574 587 598 609 6.9 628 636 644 651 658 6.64
10 315 388 433 465 491 512 530 546 560 572 583 593 603 611 619 627 634 640 647
11 311 382 426 457 482 503 520 535 549 561 571 581 590 598 606 613 620 627 633
12 308 377 420 451 475 495 512 527 539 551 561 571 580 588 595 602 609 615 621
13 306 373 415 445 469 488 505 519 532 543 533 563 571 579 586 593 599 605 6.11
14 303 370 411 441 464 483 499 513 525 536 546 555 S64 571 579 58 591 597 6.03
15 301 367 408 437 459 478 494 508 520 531 540 549 557 565 572 578 585 590 596
16 300 365 405 433 456 474 490 503 515 526 535 544 552 559 566 573 579 584 590
17 208 363 402 430 452 470 486 499 511 521 531 539 547 554 561 567 573 579 584
18 297 361 400 428 449 467 482 49 507 517 527 535 543 550 557 563 569 574 579
19 206 359 398 425 447 465 479 492 504 514 523 531 539 546 553 559 565 570 575
20 205 358 396 423 445 462 477 49 501 511 520 528 536 543 549 555 561 566 571
24 202 353 390 417 437 454 468 481 492 501 510 508 525 532 538 544 549 555 559
30 289 349 385 4.10 430 446 460 472 482 492 500 508 515 521 527 533 538 543 547
40 286 344 379 404 423 439 452 463 473 482 490 498 504 511 516 522 527 531 536
60 283 340 374 398 416 431 444 455 465 473 48] 488 494 500 506 511 515 520 524
120 280 336 368 392 410 424 436 447 456 464 47] 478 484 49 495 500 504 509 513
oo 277 331 363 386 403 417 429 439 447 455 462 468 474 480 485 489 493 497 501

68



L 5%
Post hoc tests — Tukey-Kramer HSD gancasteres

Studentized
range statistic

X
W =
P Within group variance
from ANOVA output Number of
® o

participants
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P o
Post hoc tests — Tukey-Kramer HSD s

L3,
W = 3.31v0.20
W =1.48
— Means that differ over 1.48 will be statistically
O O - significant

70



Post hoc tests — Tukey-Kramer HSD

Take home message

As you add more and more mean
comparisons, you require larger
critical values (q) in the
standardized table to find a
statistical difference!

As such, test what you need, not
what you don’t!

Lancaster Ex=
University = °
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Lecture 3 — Assumptions of ANOVA and Lancaster EZ

: : Ly
follow-up procedures University

Review of Lecture 3

Assumptions of ANOVA
Assumption of independence
Assumption of normality
Assumption of homogeneity of variance

Data transformations

Pairwise between-level comparisons
Planned comparisons
Post-hoc tests

72
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